
©  2017 CMC Microsystems

•

Hugh Pollitt-Smith, CMC Microsystems, Pollitt-smith@cmc.ca

©  2019  CMC Microsystems

Accelerating Deep Learning for 
Embedded Vision at the Edge

May 22, 2019

Note: participants are muted upon entering the webinar.  
Please use the chat feature to ask questions.

mailto:Pollitt-smith@cmc.ca


• Demonstrate an integrated Machine Learning (ML) training and inference flow 
utilizing tools and hardware available to CNDN

• Xilinx SDSoC/DNNDK
• CMC HPP/HCC
• Xilinx ZCU102 Development Kit

• Exploit reconfigurable, heterogeneous processing 
• Builds on previous webinar, Accelerating Deep Learning for Vision Using 

CAFFE (February 27, 2019), posted on CMC’s YouTube channel

Note: this work was undertaken through National Defence Innovation for 
Defence Excellence and Security (IDEaS) competitive project

Objective
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What is CMC and what is its role?

• Not for profit – federally incorporated 1984
• Manages Canada’s National Design Network®

• Delivers micro-nano innovation capabilities across Canada

Kingston, Ontario Academic and 
Industrial Users
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Canada’s National Design Network
A Canada-wide collaboration between 66 universities/colleges to connect 10,000 academic participants with 950 companies 

to design, make and test micro-nanosystem prototypes. CMC Microsystems manages Canada’s National Design Network®.

© 2018 CMC Microsystems. All rights reserved. 

3780 publications                                
110 awards
160 patents awarded & applied

500 industrial projects
15 new startups 
780 trained HQP moved to industry in Canada

2017 Outcomes:

Annually:
1200 connected professors
4200 researchers on 
professors’ teams
5700 users of computer-
aided design tools
300 physical prototypes
80 test equipment loan 
items otherwise 
unaffordable to users



Measured outcomes, published annually
Research Outcomes for 2017:

1662 journal publications

2116 other publications

53 national awards

57 international awards

443 graduate student courses

606 undergraduate student courses
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Commercialization Outcomes for 2017:

14 startup companies

160 patents (applied for/issued)

27 licences

442 interactions with industry in 

Canada, valued at $21.9M

57 interactions with foreign industry, 

valued at $4.5M
Value to industry is measured in research collaborations, transfer of highly qualified people, and direct 
company access of tools and technologies for research collaborations. 

700 highly trained researchers joined industry in 2017
© 2018 CMC Microsystems.  All rights reserved. 



LOWERING BARRIERS TO TECHNOLOGY ADOPTION
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ENGAGING STRATEGICALLY in Canada and worldwide

9© 2019 CMC Microsystems
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Canada’s National Design Network 
Academic Landscape 2017-2018 
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• $20M infrastructure project targeting IF 2020 competition to 
extend access to CAD tools in the 2021-2025 timeframe

• 40 participating institutions, 750+ faculty
• Key infrastructure:

• CAD tools
• Centralized servers/storage (Compute Canada)
• Next-generation FPGA platforms (access via equipment loan)
• Design platforms
• Hardware emulator (centralized access)

• NOI deadline: September 2019
• Proposal submission: January 2020

CADnet: Canadian Design Network for Circuits 
and Systems
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https://community.cmc.ca/community/ 

infrastructure-fund-project
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• Machine learning is programming computers to optimize a performance criterion 
using example data or past experience

• Transforming many industries
• Exploding ecosystem of tools and platforms

AI and Machine Learning

AI

ML

DL

• AI: Artificial Intelligence
• Sense, reason, act and adapt

• ML: Machine Learning
• Algorithm that improve as they are exposed to data over time

• DL: Deep Learning
• Multilayered neural networks learn from vast amounts of data

Source: What’s the Difference Between Artificial Intelligence (AI), Machine Learning, and Deep Learning?
by Glenn Evan Touger

Accelerating Deep Learning for Embedded Vision at the Edge

http://www.prowesscorp.com/author/glenn-touger/


• AI/ML processing increasingly moving to the edge, close to the 
sensors:

• Sensor fusion
• Low latency, fast                                                                  

response
• Power-constrained
• Harsh environment

Sensor Fusion, Edge AI

14Accelerating Deep Learning for Embedded Vision at the Edge

Source: https://towardsdatascience.com/sensor-fusion-90135614fde6

https://towardsdatascience.com/sensor-fusion-90135614fde6


Heterogeneous Systems Architecture

GPU FPGA ASIC

Hardware

Multicore
Host CPU System On ChipServers

Quantum?

Interconnect

Deep Learning on the HPP/HCC:
• Objective: Accelerating Deep Learning on:

• Programmable logic (FPGAs)
• GPGPUs

Deep Learning on the ZCU102:
• Objective: Accelerating Inference:

• Multicore ARM processors
• Programmable logic (FPGAs)
• Embedded GPU, real-time 

processor
Accelerating Deep Learning for Embedded Vision at the Edge



• Flexibility to target parts of algorithm in software and parts in 
reconfigurable hardware or specialized accelerators to achieve 
performance speedups, low latency and power efficiency while 
maintaining software programmability

• Scale-up/down to meet higher performance or lower power 
requirements by selecting same family of chips with more/fewer 
resources while maintaining the same design/architecture

• In-field modifications with no changes to equipment:
• New network models
• New applications
• Better-trained models
• Continuous learning

Advantages of Reconfigurable, Heterogeneous 
Computing

16Accelerating Deep Learning for Embedded Vision at the Edge



Convolutional Neural Network (CNN) 
Training and Inference Development Flow
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CMC Microsystems 
A Novel Platform for Artificial Intelligence-based Object Detection, Classification and Tracking Using Heterogeneous Computing Architectures 
Diagram 2 – Project Objective 
 

 

PASCAL VOC

SSD300

ZCU102

HPP/HCC
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• Video-based object classification and detection:
• Video input (e.g., camera)
• Identify multiple objects in each from a library of classes
• Mark each detected object with a colour-coded bounding box
• Output processed frames with bounding boxes

Application

Accelerating Deep Learning for Vision Using CAFFE 18



SSD: Single Shot MultiBox Detector

19

• SSD takes one single forward pass through the network to detect multiple 
objects within an image

• For object detection, outputs classification ID/confidence and location 
coordinates for a bounding box containing the object

• https://towardsdatascience.com/understanding-ssd-multibox-real-time-object-detection-in-
deep-learning-495ef744fab

Accelerating Deep Learning for Embedded Vision at the Edge

https://towardsdatascience.com/understanding-ssd-multibox-real-time-object-detection-in-deep-learning-495ef744fab


• http://host.robots.ox.ac.uk/pascal/VOC/
• Standardised image data sets for object class recognition
• >20,000 images containing >45,000 annotated objects

PASCAL Visual Object Classes (VOC) Dataset

20Accelerating Deep Learning for Embedded Vision at the Edge

http://host.robots.ox.ac.uk/pascal/VOC/


1. Background
2. Aeroplane
3. Bicycle
4. Bird
5. Boat
6. Bottle
7. Bus
8. Car
9. Cat
10. Chair
11. Cow

12. Dining Table
13. Dog
14. Horse
15. Motorbike
16. Person
17. Potted Plant
18. Sheep
19. Sofa
20. Train
21. TV Monitor

PASCAL VOC Classes

21Accelerating Deep Learning for Embedded Vision at the Edge
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• Training:
• Synodic workstation, 2x Intel E5-2630v2 CPU, NVIDIA Tesla 

K40, Ubuntu 16.04
• Colfax ProEdge SXT9700, 2x Intel Xeon Bronze 3104 CPU, 

NVIDIA Tesla Pascal P100, Ubuntu 18.04
• Coming soon: CMC Heterogeneous Compute Cluster (HCC)

• Inference:
• Xilinx Zynq Ultrascale+ MPSoC ZCU102 Development Kit
• Leopard Imaging LI-IMX274MIPI-FMC camera
• HDMI monitor

Hardware

23Accelerating Deep Learning for Embedded Vision at the Edge



• Xilinx DNNDK (Deep Neural Network Development Kit) v2.08
• SDSoC 2018.3
• DNNDK for SDSoC
• ZCU102 SDSoC Revision Stack for DNNDK

• Caffe v1.0
• CUDA v8.0
• CuDNN v7.0.5
• NCCL v1.2.3

https://github.com/Xilinx/Edge-AI-Platform-Tutorials/tree/master/docs/ML-SSD-PASCAL

Software

24Accelerating Deep Learning for Embedded Vision at the Edge

https://github.com/Xilinx/Edge-AI-Platform-Tutorials/tree/master/docs/ML-SSD-PASCAL


• Full-stack SDK for the Deep-learning Processor Unit (DPU)
• Supports CNN quantization, compilation, optimization and runtime support
• Network pruning supported by separate license
• Supports Caffe framework

• Freely downloaded from Xilinx (registration required)
• Compatible with existing Xilinx tools/flows (Vivado, SDSoC)
• Supported evaluation boards:

• ZCU102
• ZCU104
• Ultra96

• DNNDK v3.0 – support for TensorFlow added

Xilinx DNNDK v2.08

25Accelerating Deep Learning for Embedded Vision at the Edge



Xilinx Deep-learning Processor Unit (DPU)
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Courtesy: Xilinx Inc.

• Co-processor/overlay for Zynq 
embedded ARM cores

• Supports commonly used network 
layers, using hardware acceleration 
from the underlying FPGA 
architecture

• DPU hardware generated from 
SDSoC project

• Supports multi-threading, up to 4 
DPU core on chip (limited by 
available FPGA resources)

Accelerating Deep Learning for Embedded Vision at the Edge



DNNDK: network pruning

Accelerating Deep Learning for Vision Using CAFFE 27

Source: https://www.xilinx.com/publications/events/developer-forum/2018-frankfurt/machine-learning-for-embedded-deep-dive.pdf

https://www.xilinx.com/publications/events/developer-forum/2018-frankfurt/machine-learning-for-embedded-deep-dive.pdf


Resources
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https://github.com/Xilinx/Edge-AI-Platform-Tutorials

Accelerating Deep Learning for Embedded Vision at the Edge

https://github.com/Xilinx/Edge-AI-Platform-Tutorials


Resources
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https://forums.xilinx.com/t5/Deephi-DNNDK/bd-p/Deephi

Accelerating Deep Learning for Embedded Vision at the Edge

https://forums.xilinx.com/t5/Deephi-DNNDK/bd-p/Deephi


Xilinx ZCU102 Features
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Courtesy: Xilinx Inc.

• Xilinx Zynq Ultrascale+ MPSoC (ZU9EG)
• Quad-core ARM A53
• Dual-core ARM R5
• ARM GPU
• 16nm FinFET+ programmable logic

• 4GB 64-bit DDR4 (processor)
• 512MB 16-bit DDR4 (FPGA)
• 2x FMC-HPC connectors
• HDMI video input and output
• DisplayPort video output
• SD Card
• Push buttons, DIP switches, LEDs
• USB UART
• Ethernet

Accelerating Deep Learning for Embedded Vision at the Edge



Xilinx ReVISION Stack
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• Pre-built platform for 
algorithm and application 
development for 
embedded vision on Xilinx 
boards (e.g., ZCU102)

• Video capture and sink 
pipelines

• xfOpenCV library: 
acceleration-ready 
OpenCV functions

• PetaLinux BSP
• Design examples (machine 

vision, CNN)
Accelerating Deep Learning for Embedded Vision at the Edge

Courtesy: Xilinx Inc.



Gstreamer
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https://gstreamer.freedesktop.org

• Modular, open framework for creating streaming multimedia applications
• Individual processing elements (sources, sinks, filters) are called plugins
• In an application, plugins are linked and arranged into pipelines
• Pipelines can be constructed/executed within application (e.g., C/C++, Python) at the 

command line or through gst-launch-1.0
• Large library of plugins available (good, bad, ugly)
• Supported in Xilinx reVISION Stack Linux kernel

Accelerating Deep Learning for Embedded Vision at the Edge

https://gstreamer.freedesktop.org/
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Inference Development Flow
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• Dataset
• Untrained CNN

Accelerating Deep Learning for Embedded Vision at the Edge



• Nvidia libraries/drivers
• CUDA v8.0
• CuDNN v7.0.5
• NCCL v1.2.3
• SSD Caffe

Step 1: Install the Caffe tool for SSD

35Accelerating Deep Learning for Embedded Vision at the Edge



• Download pre-trained VGG network files
VGG_ILSVRC_16_layers_fc_reduced_deploy.prototxt (description)
VCC_ILSVRC_16_layers_fc_reduced.caffemodel (weights)

• Download PASCAL VOC dataset
http://host.robots.ox.ac.uk/pascal/VOC/voc2012/VOCtrainval_11-May-2012.tar
http://host.robots.ox.ac.uk/pascal/VOC/voc2007/VOCtrainval_06-Nov-2007.tar
http://host.robots.ox.ac.uk/pascal/VOC/voc2007/VOCtest_06-Nov-2007.tar

• Create training validation database and test database files 
create_list.sh à VOC0712_test_lmdb/data.mdb

create_data.sh à VOC0712_trainval_lmdb/data.mdb

• Execute python script to add SSD framework layers to VGGNet
ssd_pascal.py à solver.prototxt, deploy.prototxt, test.prototxt, 
train.prototxt

Step 2: Prepare the dataset and database

36Accelerating Deep Learning for Embedded Vision at the Edge
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Step 3: Train the SSD Network
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• Modify SSD Prototxt files for compatibility with DPU/DNNDK
• Run training script (will execute caffe train):

$CAFFE_ROOT/jobs/VGGNet/VOC0912/SSD_300x300/VGG_VOC0912_SSD_300x300.sh

Runs 120,000 training iterations:
• Synodic Tower with NVIDIA Tesla K40: 6 days
• Colfax ProEdge SXT9700 with NVIDIA Tesla Pascal P100: 2 days

Accelerating Deep Learning for Embedded Vision at the Edge



Step 4: Evaluate the Floating Point Network
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Command: $CAFFE_DIR/evaluation/score.sh

Accelerating Deep Learning for Embedded Vision at the Edge



• Input files: float.caffemodel, float.prototxt, calibration dataset (100-1000 images)
• Output files: deploy.caffemodel, deploy.prototxt
• Default bitwidth: 8 (currently only supported by DPU)
• Command:

decent quantize \

-model ${model_dir}/float.prototxt \

-weights ${model_dir} float.caffemodel \

-output_dir ${output_dir} –gpu 0 –auto_test

Step 5: Quantize the SSD Network with 
DECENT

39Accelerating Deep Learning for Embedded Vision at the Edge



Step 6: Compile the SSD Network with 
DNNC
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• Output file: dpu_ssd.elf
• Command:

dnnc --prototxt=${model_dir}/deploy.prototxt \

--caffemodel=${model_dir}/deploy.caffemodel \

--net_name=ssd \

--dpu=4096FA \

--cpu_arch=arm64 \

--abi=0

Accelerating Deep Learning for Embedded Vision at the Edge



Step 7: Compile .elf to shared library
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• Input file: dpu_ssd.elf
• Output file: libdpumodelssd.so
• Command:

aarch64-linux-gnu-gcc –fPIC –shared dpu_ssd.elf –o libdpumodelssd.so

Accelerating Deep Learning for Embedded Vision at the Edge



Step 8: Build Hardware and Application Projects 
in the SDSoC Development Environment

42

dpucore_zcu102: ~3.5 hours

gstsdxtrafficdetect: ~10 seconds

Accelerating Deep Learning for Embedded Vision at the Edge



Implementation results: Xilinx Vivado
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• From DNNDK pre-built for ZCU102:
video_cmd
libdputils.soàlib
libn2cube.soàlib

• From DNNC output:
libdpumodelssd.soàlib

• From dpucore_zcu102 project:
BOOT.BIN
image.ub
libdpucore.soàlib

• From gstsdxtrafficdetect project:
libgstsdxtrafficdetect.soàlib

Step 9: Copy files to SD Card
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Step 10: Boot ZCU102

45Accelerating Deep Learning for Embedded Vision at the Edge



root@xilinx:~# cd /media/card

root@xilinx:~# video_cmd –s 1 –i 640x480@YUY2 –X

root@xilinx:~# video_cmd –d 1 &

root@xilinx:~# gst-launch-1.0 \

v4l2src device=/dev/video2 force-aspect-ratio=false ! \

"video/x-raw, width=640, height=480, format=YUY2, framerate=3/1, pixel-aspect-ratio=4/3" ! \

videoconvert ! \

"video/x-raw, width=640, height=480, format=BGR, framerate=3/1, pixel-aspect-ratio=4/3" ! \

sdxtrafficdetect ! \

fpsdisplaysink video-sink=" kmssink sync=false plane-id=29 bus-id="b00c0000.v_mix" render-
rectangle=\"<0,0,640,480>\" " text-overlay=true sync=false

Step 11: Run application with 
gst-launch-1.0
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Results
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HDMI Video Input HDMI Monitor 640x480

Accelerating Deep Learning for Embedded Vision at the Edge
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DEMO
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Getting Started: Xilinx Tools

52

• Xilinx tools & licenses 
available for academic 
use

• Local and CMC cloud 
installation

Accelerating Deep Learning for Embedded Vision at the Edge



Getting Started: ZCU102 Zynq Ultrascale+ 
MPSoC Development Kit

53

• Available for shared access at 
universities via emSYSCAN CFI 
project:

https://community.cmc.ca/community/devel
opment-systems

• Available for short-term (~6-month) 
loan through CMC Equipment Pool:

https://www.cmc.ca/WhatWeOffer/Test/Equi
pmentLoan.aspx

Accelerating Deep Learning for Embedded Vision at the Edge
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CMC Heterogeneous Systems

Supported platforms
• SAP: Simulation Acceleration platform; CPU + FPGA
• MPA: Multiprocessor Array Platform; CPU + GPU or Xeon Phi
• HPP: Heterogeneous Processing Platform; MPA + SAP



Getting Started: CMC Cloud:
Unified Architecture

Virtual Infrastructure

Client VMs

VM

Accelerator Cluster Compute Infrastructure

Storage

VM VM

VM VM VM

VM VM VM

Management VMs

“Big” VMs

VM VM VM

VM VM VM CPU

FPGA

GPU

CPU CPU

FPGA

GPU

CPU

CPU

FPGA

GPU

CPU CPU

FPGA

GPU

CPU

CPU

FPGA

GPU

CPU CPU

FPGA

GPU

CPU

CPU

FPGA

GPU

CPU CPU

FPGA

GPU

CPU

2 x CPU

2 x CPU

2 x CPU

2 x CPU

8 x CPU

2 x CPU & Large memory

2 x CPU & Large memory

2 x CPU & Large memory

2 x CPU & Large memory

Object storage

Other storage

Lustre PFS

Node NodeNode

Seamless Transition Between Environments

• CAD - Design using CMC Cloud desktop

• FAB -Simulate on the CAD Compute cluster

• LAB - Prototype on the FPGA+GPU cluster

Accelerating Deep Learning for Embedded Vision at the Edge

More info: www.cmc.ca/cmccloud

http://www.cmc.ca/cmccloud


Speed up your simulations
• CMC engineers provide assistance in utilizing the infrastructure as well as 

domain knowledge on utilizing HPC infrastructure 
• Documentation/reference designs available for ANSYS, COMSOL, Xilinx and more
• Uniform array available in standard and large memory configurations

CMC Cloud:
CAD Compute Cluster

CAD Compute Cluster – 8 nodes
• Dual 16-core 2.1-.3.7 GHz CPU
• 4 nodes each with 384GB RAM
• 4 nodes each with 768GB RAM
• 300GB local storage
• 100Gb EDR node interconnect / 10GbE storage
More info: www.cmc.ca/cmccloud

Accelerating Deep Learning for Embedded Vision at the Edge
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CMC Cloud:
Multi-FPGA+GPU Cluster

CPUs, GPUs and FPGAs in pre-validated cluster to scale heterogenous computing workloads
• CMC engineers provide assistance with access and application best practices 
• Hosted and managed by CMC as a cloud resource; accessible at your desktop
• Reference designs using software stack for OpenCL + MPI heterogenous cluster computing

Heterogeneous Compute Cluster – 8 nodes
• Dual 12 core 2.2-3.0 GHz CPU
• 192GB RAM
• 300GB local storage
• 100Gb EDR node interconnect / 10GbE storage
• Xilinx Alveo U200 FPGA + NVIDIA V100 GPU
More info: www.cmc.ca/cmccloud

Accelerating Deep Learning for Embedded Vision at the Edge
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• Presented flow for CNN training and embedded 
inference using Xilinx DNNDK and Zynq Ultrascale+ 
MPSoC Development Kit

• Fast, stream-lined flow for rapid prototyping
• Tools and equipment available through CMC

Summary
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• Performance improvements:
• DNNDK network pruning tool
• Multi-threading/multi-DPU
• Other networks/models

• Training (Xilinx SDSoC, Zynq Ultrascale+ MPSoC, 
DNNDK)

• Release on CMC Cloud Heterogeneous Computing 
Cluster (HCC)

• AI to ASIC reference design and flow

Future Work

Accelerating Deep Learning for Vision Using CAFFE 59

Contact us to express interest, become a lead client!



Questions?

For more information, contact: 

Hugh Pollitt-Smith, CMC Microsystems
Pollitt-smith@cmc.ca

Thanks!
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