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Overview

• Biological Neurons implementation on Hardware devices can 
accelerate the computations

• Complexity and high parallelism of biological neurons complicate the 
HW implementations

• Neuromorphic computing: the end of the Van Neuman architecture

• Few examples of neuromorphic platforms: SpiNNaker, Loihi and 
TrueNorth

• ASIC and FPGA: One purpose and two different ways to emulate

complex architectures
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Introduction

• Hardware Implementation can speed up the computations and 
increase performances of a complex architectures

• FPGA (Field Programmable Gate Array) are a popular devices used to 
prototype and emulate digitally mathematical and logical models for 
different purposes: industry, control, security, AI, and Neuromorphic

• Neuromorphic computing allows us to perform high parallel and 
real-time computing with non-conventional Van Neuman machine
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Neuromorphic Computing

• Neuromorphic devices represent an attempt to mimic aspects of the 
brain’s architecture and dynamics with the aim of replicating its 
hallmark functional capabilities in terms of computational power, 
robust learning and energy efficiency 

• It offers a realistic emulation of the neuronal membrane dynamics 
using electronic circuits or simulated using specialized digital systems 

• Some applications: speech recognition, character recognition, 
grammar modeling, noise modeling, as well as the generation and 
prediction of chaotic time series 

• Neuromorphic chips, unlike conventional processor are energy 
efficient and fully parallelized 

• Resolve the von Neuman bottleneck by collocating the processor and 
the memory
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• Limitations of the tradition 
Von-Neuman Architecture

• Neuromorphic architecture 
breakthrough computation 
architecture 
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From Biology to Circuit!
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• Design an ASIC is very costly in time 
and money because of the complexity 
of the design flow which require the 
design of each single transistor and 
each connection 

• ASICs offer less power consumption 
and higher performances than FPGAs

• Analog platform using memristive
that can retain a state of internal 
resistance based on the history of 
applied voltage and current
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From Biology to Circuit



Comparison between brain, von Neumann, and 
neuromorphic computing architectures 
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Processing Units and Memory are collocatedcollocatedcollocatedcollocated
in Neuromorphic platforms
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SpiNNaker: Human Brain Project Neuromorphic 
Platform

• SpiNNaker: SpiNNaker 2 will consist of 10 M ARM cores distributed 
across 70.000 Chips in 10 server racks.
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You can access 
documentation and 
tutorials related to HBP at:

https://www.humanbrainpr
oject.eu/en/silicon-brains/
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Loihi: HP Neuromorphic Platform

• Loihi is the last development 
of Neuromorphic technology. 
It was proposed by Intel in 
2018. 

• It was updated in July 2019 
to become Pohoiki Beach 

Platform and including 64 
Loihi board. It can implement 
more than 8M neurons (8.3)!
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TrueNorthTrueNorthTrueNorthTrueNorth: IBM Neuromorphic Chip: IBM Neuromorphic Chip: IBM Neuromorphic Chip: IBM Neuromorphic Chip
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• The NS16e-4 is one of the 
largest neurosynaptic 
computer built to date, 
totaling 64 million 

neurons and 16 billion 

synapses. At only 70 W 

the system’s 
computational energy 
efficiency is 
unprecedented, on the 
order of ∼1011 synaptic 
operations per second/W



NEUROGRIDNEUROGRIDNEUROGRIDNEUROGRID

• Developed by Stanford 
University 

• It emulates biological 
neurons 

• Uses a analog 
computations and digital 
communication module

• 16 chips of 256x256 
array 
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Why Neuromorphic for Accelerating AI Models? Why Neuromorphic for Accelerating AI Models? Why Neuromorphic for Accelerating AI Models? Why Neuromorphic for Accelerating AI Models? 

Neuromorphic Computing offers :

• Implementation Efficiency by ensuring: 

High throughput 

Low energy consumption

Real-Time processing 

• Flexibility of the implementations: Ability to run different model 
under different constraints without being restricted to one model.

Variation in layers

Algorithm optimization

Online training 
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Thank you 

Questions?
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Challenges: 

We can categorize on three types:

• Computational challenges:

• Memory challenges: 

• Accuracy challenges:
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Xilinx ZCU FPGAXilinx ZCU FPGAXilinx ZCU FPGAXilinx ZCU FPGA
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We will use the 
Xilinx Zynq 
UltraScale+ MPSoC
ZCU102 Evaluation 
Kit to implement our 
neuronal Model and 
interface it with 
experimental data
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With ASIC the 
designers should go 
through each single 
unit and do 
verifications and 
corrections of the 
technology 
constraints which is 
very costly in time



• TrueNorth was able to classify images at between 1,200 and 2,600 

frames per second (fps), while drawing just 25 to 275 milliwatts of 
power. That works out to about 6000 fps per watt, which would allow 
a low-power device to classify images in real-time from dozens of 
standard TV video feeds simultaneously. For the sake of comparison, 
NVIDIA’s latest purpose-built inferencing GPU, the Tesla P4, can 
classify images at about 160 images per second per watt using 
AlexNet.
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LOIHI communication

• Spikes are transported between the cores in the chip using packetized 
messages by an asynchronous network-on-chip (NoC) and allows 
connecting to 4096 on-chip cores and up to 16,384 chips via 
hierarchical addressing. 

• At nominal operating conditions, Loihi delivers 30 billion synaptic 
operations per second, consuming about 15 pico Joule per synaptic 

operation. 
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